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Abstract
A comparative study is presented regarding the evolutionary design of complex
multi-state cellular automata. In particular, two-dimensional cellular automata will
be considered in combination with pattern development problem as a case study.
Two techniques for the representation of transition functions for the cellular au-
tomata are proposed: a conventional table-based method and an advanced concept
utilising conditionally matching rules. It will be shown that using a proper settings
of Evolution Strategy, various working solutions can be obtained using both repre-
sentations. Some observations from an analysis of resulting cellular automata will
be presented which indicate that the behavior of the automata is totally different
and depends on the representation applied. Specifically, the table representation
exhibit a chaotic development during which a target pattern emerges at a moment.
On the other hand, the conditional rules are able to achieve behavior that progres-
sively constructs the target pattern which, in addition, represents a stable final
state. Moreover, the latter method also exhibits significantly higher success rate
which represents one of its advantages and proves an importance of systematic
research in this area.
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1 Introduction

Since the introduction of cellular automata (CA) by John von Neumann [23], researchers have dealt with the
issue of efficient design of transition functions for the CA in order to achieve a given behavior (i.e. to perform
a task by the CA). One of the main disadvantage of the CA concept is that designing transition rules for
a specific task is not intuitive because it is not possible to use traditional programming techniques (e.g. known
from imperative languages). This obstacle follows from the fact that the CA behavior represents an emergent
process based on local interactions between cells. Therefore the design of cellular automata represents a difficult
task whose complexity grows with increasing the number of cell states.

1.1 Overview of related work

Although many CA-based systems were successfully designed using analytical methods (for example, for the
investigation into computational properties and construction of computing systems [14, 33, 4, 39, 36, 27], devel-
opment of replicating structures [20, 12, 26, 37] or solving some mathematical operations ant other benchmarks
in the cellular space [19, 13, 29, 38, 24]), the process of determining a suitable transition function for a given
application represents a difficult task, especially due to an enormous growth of the solution space in dependence
on the number of cell states. Therefore, the aim is to automate this process, using both deterministic algorithms
and other heuristics or unconventional (non-deterministic) techniques, including evolutionary algorithms (EA).

Packard et al. [25, 28] were among the first who applied genetic algorithm (GA) [17] in order to adapt
the transition rules for CA. Sapin et al. used an evolutionary approach to study the problem of discovering
gliders in cellular array [32]. Sipper proposed a special technique, called Cellular Programming, for a parallel
evolution of non-uniform CA, using a modified GA in each cell [34]. Another example represents the work of
Breukelaar and Bäck who applied GA in order to evolve multi-dimensional uniform cellular automata to solve
the density task and checker-board benchmarks [11]. Later, Sapin investigated the evolutionary discovery of
glider guns in cellular automata [31]. Other soft-computing techniques have also been investigated in relation
with CA. For example, Elmenreich et al. proposed an technique for calculating the transition function of CA
using neural networks [15]. The goal was to train the network by means of Evolutionary Programming [16] in
order to develop self-organising structures. In addition, various advanced concepts and modifications of cellular
automata were investigated. For instance, Medernach studied a heterogeneous concept of cellular automata
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whose cells utilise some advanced items like age, decay or genetic transfer using open-ended evolution to create
an evolving ecosystem of competing cell colonies [22]. Bandini et al. dealt with effects in cellular automata that
may be observed by introducing asynchronous update schemes [3]. In [18] a swarm intelligence algorithm, called
Stochastic Diffusion Search, was applied in order to identify symmetry axes in patterns generated by cellular
automata.

1.2 Motivation and goals

Despite the difficulties regarding the design of transition rules, cellular automata possess some interesting fea-
tures that may be useful for modern areas like nanotechnology, molecular systems or fault-tolerant architectures.
In particular, simple cell interactions, local interconnection, scalability or distributed computation represent typ-
ical aspects which are usually not present in conventional computing architectures. Therefore, it is important
to continually extend our understanding of CA and their possibilities both on the application and elementary
level.

For example, considering the recent progress in physical theory and information technology, advanced CA-
based models have recently been studied involving principles from quantum theory [10, 21], nanoscale design
[35, 1], implementation on the molecular level [30] or combination of some of these principles for the FPGA
design [2].

The goal of this paper is to present a comparative study regarding the evolution of multi-state 2D cellular
automata using various representations of transition functions and considering the pattern development problem
from a seed as a case study. In particular, two evolutionary setups will be discussed considering a simple genetic
algorithm and various setups of evolution strategies. The performance of each setup will be evaluated using
two representations of the transition rules: the first using a traditional table-based method and the second
using an advanced encoding called Conditionally Matching Rules. It will be shown that significant differences
in the target CA behavior can be observed which depends on the representation applied. Moreover, successful
experiments with the stable patterns development will be presented for the first time using the representation
based on the conditionally matching rules.

2 Cellular Automata

The basic structure of a cellular automaton assumes a regular structure of cells, each of which at a given
moment occurs in a state from a finite set of states. The behaviour (or development) of a CA will be considered
as a synchronous update of all cells according to a transition function in discrete time steps. The transition
function determines the next state of a cell depending on the combination of states its neighbourhood. For
the purposes of this paper, (uniform) 2D CA will be considered with the shape of a square lattice and the
cells sharing a single transition function. The cellular neighbourhood will be defined uniformly for each cell
and will consist of a given cell and its immediate neighbors in the north, south, east and west direction (i.e.
a 5-cell neighbourhood). Cyclic boundary conditions will be applied due to practical reasons following from the
limitation of the CA size to a finite number of cells. The task of designing a CA consists of finding a suitable
transition function in order to achieve a given CA behavior.

2.1 Table-based transition functions

Conventionally, the local transition function is represented by a table specifying transition rules for any possible
combinations of states in its neighborhood. For the aforementioned 2D concept, the rules are of the form
sN sW sC sE sS → snewC , where sx denote the state of cell at position x in the neighborhood and snewC is
a new state of the cell in the middle of the neighborhood in the next time step. For the purposes of this
paper, a complete table will be considered which means that a new state value is specified for every possible
combination of states in the neighborhood. Therefore, for a q-state CA with 5-neighborhood the transition
function is represented by a linear array of q5 integers, specifying the new cell states, with the left side of
the rule being represented implicitly by the position in the array. However, the length of the array grows
exponentially with increasing the number of states and thus the representation and design of the transition
function becomes very difficult. It might be possible to specify a subset of rules (typically only those which
modify the current state) but the problem is how to determine this subset for a given task especially for complex
cellular automata. Therefore we chose the complete representation which can be represented in a straightforward
manner.
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2.2 Conditionally matching rules

Conditionally matching rules were introduced in [9] and subsequently their abilities were demonstrated on
various benchmarks (e.g. [5, 6, 7]).

For the aforementioned CA setup, a conditional rule is defined as (cndN sN ) (cndW sW ) (cndC sC) (cndE sE)
(cndS sS) → snewC , where cndx denote a condition operator (=, 6=, ≤ or ≥) and sy represent a state value.
Each CMR contains a pair (a condition and a state value) that corresponds to (is evaluated with respect to)
a specific cell in the neighbourhood. A finite sequence of CMRs represents a transition function that, for
example, contains a rule (6= 1)(6= 2)(≤ 1)(≥ 2)(= 3) → 2. Let cN , cW , cC , cE , cS be cells in states 2, 3, 0, 3, 3
respectively, and a new state of cC needs to be determined. The CMRs are evaluated sequentially until a rule is
found whose all conditions are true with respect to the cell states in the given neighbourhood. According to the
aforementioned rule, cN 6= 1 is true as 2 6= 1, similarly cW 6= 2 is true (3 6= 2) and the remaining conditions are
also true. Therefore, this CMR is said to match, i.e. snewC = 2 on its right side will be the new state of cC . If
no matching rule is found, then the cell keeps its current state. Note that the CMR-based transition functions
can be transformed to the appropriate table rules which preserves the original concept of CAs [7].

2.3 Case study: a (stable) pattern development

For the purposes of this paper, pattern development problem from a seed in 2D CA will be considered as a case
study. In particular, the 9x9-cell Czech flag and 12x12-cell French flag will be developed. The initial CA state
is considered as the middle cell of the CA in state 1 (representing the seed) with all other cells in state 0. The
goal is to find a suitable transition function that will develop, in a finite number of steps, the given pattern
from the initial state. Moreover, the target pattern is required to be stable, i.e. after its emergence no change
in this CA state should occur within subsequent steps. For practical reasons, the CA of the size 4 cells larger
in each dimension with the target pattern centered in the cellular array will be used. The target scenarios are
illustrated in Fig. 1.

(a) 9x9-cell Czech flag pattern. (b) 12x12-cell French flag pattern.

Figure 1: Target patterns considered for the experiments.

3 Evolutionary Design of Cellular Automata

The objective of this paper is to perform a comparative study of the evolutionary design of cellular automata
using the table-based representation and the CMR method. The experiments will be focused on complex
multi-state 2D CA working with the numbers of states from 4 to 16. In the simplest case, there are in total
44

5 ' 3.23× 10616 various transition functions for 4-state CA which makes the utilisation of EA justifiable.

3.1 Design of CA by means of genetic algorithm

One of the first extensive study dealing with the evolution of complex multi-state CA was proposed in [7],
where a variant of simple genetic algorithm was applied. In particular, the GA worked with the population of 8
chromosomes, a tournament selection with base 4, a random mutation of 0–2 integers per chromosome and no
crossover. This setup showed as reasonable for designing replicating structures in 2D CA in [7] using the CMR
method. However, the GA-based approach failed completely in solving the benchmark proposed in Section 2.3.
More precisely, from the settings of the number of CMRs from 20 to 80, the number of states from 2 to 16 and
the population sizes 8, 16 and 32 individuals, the GA was able to find a single working solution only. This is
probably caused by the fact that a stable pattern was required which was not the case in [7]. Another issue that
contributed to failure of the GA may be the selection strategy applied that exhibit a low selection pressure for
a good convergence of the algorithm towards working solutions. Therefore, more experiments followed regarding
the design of a new EA that is able to fulfil this task not only with CMRs but (for the comparison purposes)
with the table-based method as well. Therefore, further experiments were performed using some variants of
(µ, λ)-evolution strategies (ES) which allow influencing the pressure by simply choosing a reasonable number
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of parents µ and the number of offspring λ. According to some observations from the experiments regarding
suitable setups of the ES, the evolution scheme applied will be referred to as Moderately Boosting Evolution
Strategy and described in the next subsection.

3.2 Moderately Boosting Evolution Strategy

The evolutionary scheme applied in this paper is illustrated in Fig. 2. It is the (µ, λ)-Evolution Strategy, where
µ is the number of parents in the population and λ is the number of offspring generated from parents, whereas
λ > µ. The initial population of µ individuals is generated randomly. During each evolutionary cycle, a parent is
randomly chosen from the population in order to create an offspring by mutating the parent. The cycle repeats
until λ offspring are created. Then, the offspring are evaluated using the fitness function (described in Section
3.3) and the best µ individuals are selected in order to replace the parents. The evolutionary cycle repeats this
way until a working solution is found or a given number of generations is performed. Our experiments showed
an advantage of this (µ, λ)-ES that enables evolution of complex cellular automata in a reasonable time and
a good success rate. The concept of comma-selection strategy demonstrated a good ability to avoid getting
stuck in local optima and the choice of the µ and λ values allows controlling the selection pressure in order to
achieve a reasonable success rate. The details regarding the experimental setup will be stated in Section 4.

Figure 2: Evolutionary scheme of the (µ, λ) Evolutionary Strategy utilised for the experiments.

3.3 Evaluation of candidate solutions

Two approaches to the evaluation of solutions will be considered in this paper. For each type of experiment, a 2D
CA consisting of N ×N cells will be considered. In order to evaluate its behavior, the number of development
steps T = 22 will be performed. The first approach considers a requirement of achieving a stable pattern that
does not change during subsequent CA development. The second scenario requires achieving a given target
pattern without the evaluation of its stability. In each scenario, the CA state obtained after each development
step i is compared to the target pattern. For each CA state i a partial fitness value fi is calculated as the
number of cells in correct states. The calculation of the final fitness F differs for each scenario and is performed
as follows.
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Table 1: Success rates of evolutionary experiments using the table-based representation of transition functions
for the development of patterns from Fig. 1 in CA without the requirement of pattern stability.

Target pattern 9x9 Czech flag 12x12 French flag
#states 4 6 8 10 12 14 16 4 6 8 10 12 14 16
Evol. setup The num. of results out of 100 runs
(2, 8)-ES 0 5 1 8 7 1 0 0 0 1 4 2 4 0
(4, 16)-ES 0 2 0 3 4 0 0 0 1 1 0 3 0 0
(8, 32)-ES 0 0 0 0 0 0 0 0 0 0 0 0 0 0

In the first scenario, the fitness is calculated as the maximum of the sum of two successive partial fitness
fi−1, fi, i.e. F = max(fi−1 + fi), i = 1, 2, . . . , T . This ensures that the fitness is maximal for a state after the
i-th step, that fully corresponds to the target pattern, and has not changed from the previous state, i.e. the
pattern is stable. Therefore the objective is to maximize the fitness F whereas the fitness of a fully working
solution Fmax = 2 ∗N2.

In the second scenario, the final fitness is calculated as the maximum out of the partial fitness values fi for
i = 1, 2, . . . , T . In this case the requirement is to achieve a state in at least one of the development steps that
fully corresponds to the target pattern. Hence the fitness of a fully working solution Fmax = N2.

4 Experimental Results

The goal of the experiments was to compare the ability of the evolution strategies to find suitable transition
functions for 2D CA to solve the pattern development from a seed as described in Section 2.3. Specifically, (2,
8)-ES, (4, 16)-ES and (8, 32)-ES were applied to design CA working with 4, 6, 8, 10, 12, 14 and 16 cell states.
In order to perform an objective comparison and ensure the same number of fitness evaluations in each ES
variant, the maximum generation limit was set to 2 million generations in (2, 8)-ES, 1 million generations in (8,
16)-ES and 500 thousand generations in (8, 32)-ES. In each experimental setup, 100 independent evolutionary
runs were conducted using the table-based transition function representation and conditionally matching rules.

The success rates of experiments working with the table representation are summarized in Table 1. As
evident, two out of three ES setups were able to find some working solutions, although the success rates are
under 10%. It is also important to state that the table-based experiments were conducted with the second
fitness scenario, i.e. the stability of the pattern was not requires. The reason for this is that no working solution
was found for stable patterns.

The success rates for the experiments working with conditionally matching rules are summarized in Table
2. In each ES setup, the number of CMRs were considered from 20 to 80 with step 10. This set of experiments
considered the first fitness scenario in which stable patterns were required. As can be seen, the CMR repre-
sentation provides solutions mostly with significantly higher success rates in comparison with the table method
which is particularly true for the 9x9 Czech flag pattern. This can be viewed as a strong ability of the CMR
representation to evolve complex CA especially in combination with the requirement of stable patterns. These
experiments probably show for the first time a successful evolutionary design of complex multi-state CA for
the development of stable patterns composed of more than three cell states. The comparison of resulting CA
behavior has shown significant differences between the two proposed representations which will be described
in the following paragraphs. For this purpose we show the more complex case study – the 12x12 French flag
development.

A sample of evolved CA behavior using the table representation is shown in Fig. 3a. In fact, the table-based
solution does not perform a systematic development. Note that a simpler fitness scenario was considered in
this case, which does not require achieving stable patterns, because these experiments using the table method
were not successful. As Fig. 3a shows, the initial seed “grows” into a chaotic state from which, at some time,
the target pattern emerges. However, it could be shown that if the CA developed further, the pattern would
be destroyed and never reconstructed again. This feature was observed in all results obtained by the evolution
of table representation. Moreover, in every case the development of the target pattern is strictly dependent on
the size of the CA used during evolution, i.e. these transition functions are not robust.

The behavior evolved using the CMR method is shown in Fig. 3b. As evident, the solution obtained from
the CMRs progressively constructs the pattern which then remains stable if the CA develops further. Note
that such a distinguished CA behavior was observed in all results regarding the two representations. Moreover,
some CMR solution (even if not all) works in CA of arbitrary size, i.e. the creation of the given pattern is not
dependent on the CA used during evolution in which the boundary conditions might influence the result. The
CMR approach also allowed for achieving stable patterns (as required explicitly by the fitness evaluation). None
of the two aforementioned features was achieved in case of the table representation. Nevertheless, the solution
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Table 2: Success rates of evolutionary experiments using the CMR-based representation of transition functions
for the development of patterns from Fig. 1 in CA with the requirement of pattern stability.

Target pattern 9x9 Czech flag 12x12 French flag
#states 4 6 8 10 12 14 16 4 6 8 10 12 14 16
Evol. setup The num. of results out of 100 runs
(2, 8)-ES, 40 CMRs 0 0 0 0 0 0 1 0 0 0 0 0 0 0
(2, 8)-ES, 50 CMRs 0 1 0 2 5 3 2 0 0 0 0 0 0 0
(2, 8)-ES, 60 CMRs 0 11 15 18 14 14 15 0 0 0 0 0 0 0
(2, 8)-ES, 70 CMRs 0 19 21 34 39 43 36 0 0 0 0 0 0 0
(2, 8)-ES, 80 CMRs 0 22 45 42 47 49 39 0 0 0 0 0 0 1

(4, 16)-ES, 30 CMRs 0 5 5 5 10 5 7 0 0 0 0 0 0 0
(4, 16)-ES, 40 CMRs 0 14 33 16 29 22 26 0 0 0 0 2 2 0
(4, 16)-ES, 50 CMRs 1 12 30 22 26 27 23 0 0 2 3 2 2 7
(4, 16)-ES, 60 CMRs 1 17 18 16 19 28 18 0 0 5 6 6 7 4
(4, 16)-ES, 70 CMRs 0 9 18 19 16 19 13 0 0 3 4 5 2 3
(4, 16)-ES, 80 CMRs 0 8 14 10 17 10 11 0 0 3 3 3 2 5

(8, 32)-ES, 20 CMRs 0 0 0 4 1 0 1 0 0 0 0 0 0 0
(8, 32)-ES, 30 CMRs 0 4 6 12 7 11 14 0 0 0 0 0 1 0
(8, 32)-ES, 40 CMRs 0 6 6 8 12 9 9 0 0 1 2 2 1 1
(8, 32)-ES, 50 CMRs 0 5 11 13 8 9 9 0 0 3 3 4 1 2
(8, 32)-ES, 60 CMRs 0 5 5 8 9 4 10 0 0 0 1 1 1 4
(8, 32)-ES, 70 CMRs 0 3 3 5 6 7 7 0 0 0 0 1 1 1
(8, 32)-ES, 80 CMRs 0 1 4 3 3 6 5 0 0 0 0 1 1 0

evolved by means of the CMR representation are fully convertible to the appropriate table rules, i.e. there is
no difference in the CA concept applied.

(a) A sample of 12x12 French flag development according to a transition function evolved by means of the table method.

(b) A sample of 12x12 French flag development according to a transition function evolved by means of the CMR method.

Figure 3: Comparison of the CA development designed by means of the table and CMR representation.

Although all case studies provided some successful results, there can (naturally) be observed differences
in difficulties to find a working solution (which can be expressed in terms of success rates presented in Table
1 and 2). The most difficult showed to be the table-based development of 12x12 French flag and the same
problem solved by the CMRs with the additional requirement of the pattern stability. On the other hand, the
CMR-based development of 9x9 Czech flag was relatively easy for the evolution as observable from success rates
which are several times higher against the other case studies. This shows (together with the different ways of
CA behavior observed) that the representation of transition functions plays a key role to design a given CA. As
evident from the results, the advanced method using the conditionally matching rules can be very promising
for designing complex CA. Although some analyses have been performed so far regarding transition functions
evolved by the two representations, there is still no evidence for what the main cause can be which makes the
resulting CA behavior so different. One of the possibilities may be the fact that a single CMR may implicitly
represent several different table rules which helps the evolution in searching the solutions. Another aspect can
lie in the condition functions that allow more robust “inspection” of the cellular neighborhood instead of exactly
matching the cell states. However, the possibility to express a single transition rule remains preserved.

In total, there are over a thousand different solutions obtained from the experiments performed for this
paper. In order to support research in this area, all the results have been provided in the table representation
together with an interactive Python-based CA simulator and are available from [8].
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5 Conclusions

A comparative study was presented regarding the evolutionary design of complex multi-state cellular automata.
In particular, two-dimensional cellular automata were considered in combination with pattern development
problem as a case study. Two techniques for the representation of transition functions for the cellular automata
were considered: a conventional table-based method and an advanced concept utilising conditionally matching
rules. It was shown that using a proper settings of Evolution Strategy, various working solutions could be
obtained using both representations. Some observations from an analysis of resulting cellular automata showed
that the behavior of the automata is totally different and depends on the representation applied. Specifically, the
table representation exhibited rather chaotic development during which a target pattern emerged at a specific
moment but further is destroyed and never reconstructed again. On the other hand, the conditional rules
achieved a progressive construction of the target pattern which, in addition, remains stable during further CA
development. Moreover, this approach also exhibits significantly higher success rate which represents one of its
advantages and proves an importance of further research in this area.

Despite many various results obtained in each of the case studies, there are some open questions that may
be important for better understanding of the CA design and its behavior. For example, exact relations between
the evolved table representation and the table representation obtained from the evolved conditionally matching
rules is not yet known although both utilise the same CA concept. The CMR method indicates that simpler
and more robust CA can be evolved in comparison with the table representation. Other question may arise
the fact that the table based method always considers a complete set of transition rules which may be limiting
for more efficient evolution. Are there more efficient approaches that could benefit from simplicity of the table
method and provide better results? How to choose a subset of rules which are really needed to solve a given
problem? These issues represent topics for the future research.
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